How Large are Local Human Capital Spillovers?: Evidence from Korea
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This paper examines the empirical magnitude of local human capital spillovers in Korea during the 1980s and mid-1990s. Local human capital spillovers exist if plants in regions with a higher level of human capital can produce more given their own amount of input (Moretti 2004c). In particular, this paper explores an educational reform in South Korea which exogenously induced a large amount of variation in regional human capital levels. Using annually collected plant level data, I explore the effect of changes in the regional human capital levels induced by this reform on plant productivity in Korea. My results suggest that this effect is limited. I find a positive correlation between a regional level of human capital and plant productivity. However, after further addressing endogeneity using an instrumental variable, the effect of the overall regional human capital level on productivity decreases and becomes statistically insignificant.
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I. Introduction

Human capital externalities have been considered as a major source of economic growth and are thus of interest to both economists and policymakers (Lucas 1988). Hence, many theories suggest possible mechanisms that can lead to human capital externalities. Local human capital spillover, which involves face-to-face interaction among individuals, is argued by many as a main source of human capital externalities. This idea goes back at least to Marshall (1890) and was more recently suggested by Arrow (1962) and Romer (1986). According to this view, geographical proximity between workers is an important condition for human capital spillover, as exchanges of ideas through personal interaction is assumed to decrease with distance. This view of the mechanism of human capital spillover
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has been used to argue for the importance of cities as engines of economic growth (Jacobs 1970). The literature proposing local human capital spillover suggests that worker productivity will be positively affected by the human capital of other workers within the geographical region through personal interactions between workers that may lead to human capital spillover. Thus, local human capital spillover implies that a plant in a region with a higher level of human capital could produce a greater given human capital level of their own workers. In other words, local human capital spillover exists if the productivity of the plant is positively affected by the human capital level in other plants located nearby (Moretti 2004c).¹

The main purpose of this paper is to examine the empirical extent of local human capital spillover in the context of Korea during the 1980s and early 1990s. Specifically, I provide new evidence of the magnitude of local human capital spillover in Korea using plant productivity. In particular, I closely follow the methodology of Moretti (2004c), a study which uses plant-level data to provide evidence of the magnitude of local human capital spillover in the U.S. This paper adds to the literature by exploring the role of spillover through personal interactions in the context of a (then) developing country. In particular, despite the widespread belief regarding the importance of human capital externalities in the growth of South Korea—e.g., Lucas (1988, 1993)—little is known about the empirical importance of local human capital spillover as a potential channel for the externalities. My results suggest the local human capital spillover through face-to-face interactions between workers beyond plant boundaries may not have been a crucial factor in Korea’s growth during the 1980s and 1990s.

In 1980, the Korean government implemented an educational reform that resulted in a large and discrete increase in the number of students entering college in 1981. As a result of this discrete increase in freshmen enrollment, there was a large increase in the supply of college graduates, which induced an increase in the proportion of the college graduates in the workforce. Exploiting this variation, I examine the extent of local human capital spillover in Korea. Furthermore, I propose an instrumental variable based on the implementation of the reform to examine further the potential for endogeneity in levels of cross-regional variance in human capital.

I implement this idea using 1982-1996 data from the Mining and Manufacturing Survey, as collected by Statistics Korea. The data provide detailed information on output, labor and capital, and other plant-specific characteristics such as ownership type, age, industry and location. In particular, by estimating a production function at the plant level, I examine whether region-specific increases in the share of college graduates had a positive effect on plant productivity after controlling for plant-specific inputs and characteristics. Specifically, investigating the extent of local human capital spillover based on plant-level data could be particularly useful in the context of Korea, where the size of the country is compact compared to countries such as the U.S. or China. That is, although Korean workers could move

¹More recently, Niehaus (2012) argues that increased education levels will lead to knowledge spillover by increasing the ability of workers to learn skills from other workers. Alternatively, Acemoglu (1996) proposes that an increase in human capital could have a positive external effect on productivity without involving technology when there is a costly search between workers and firms. This type of human capital externality does not necessarily involve knowledge spillover.
across regions within a country with relatively little cost, it is costly to relocate an establishment. Thus, using plants of which the location is most stationary would be more suitable for exploring whether productivity is affected by regional characteristics.

Overall, I do not find supportive evidence of the presence of local human capital spillover. In other words, after controlling for the plants’ own levels of human capital, the proportion of workers with a college education in a given region does not have a meaningful effect on a plant’s productivity. The magnitude of the simple correlation between the regional level of human capital and plant productivity is similar to that observed using plant level data in the U.S. In particular, pooled regressions suggest that a one percentage point increase in the proportion of college graduates in a region is associated with a 0.7 percentage increase in productivity. However, after instrumenting for the human capital level, the effect is reduced and becomes statistically insignificant. The results from the instrumental variable analysis show that there is positive bias in the correlation between the level of human capital and productivity. Overall, the findings of the paper are in line with recent work by Huber (2012) which questions the presence of human capital spillover beyond establishment boundaries. In particular, by surveying workers in a R&D complex in England, he finds that they have limited interactions with workers outside their establishment. This may also be true in South Korea; specifically, given the long working hours in Korea during the 1980s and early 1990s, workers would have had limited time to interact with workers outside of their plants.

As stated earlier in this section, several papers examine the empirical extent of local human capital spillover. Other work documents the positive relationship between productivity and average years of schooling using cross-country data (de la Fuente and Domenech 2001). However, cross-country evidence is unlikely to reveal the magnitude of human capital externalities given that the average levels of human capital are likely correlated with characteristics that can affect productivity (Hall and Jones 1999). To overcome this shortcoming, some papers exploit arguably an exogenous variation using city- or state-level data. Overall, empirical evidence in the existing literature is mixed. For instance, Rauch (1993) and Moretti (2004a) find positive and sizable local human capital spillover on productivity, whereas Acemoglu and Angrist (2000) and Rudd (2000) find little evidence that these spillovers are significant in practice. Most papers document human capital externalities by comparing the wages of workers across regions with different levels of human capital. Acemoglu and Angrist (2000) exploit state variations in compulsory schooling laws to analyze the effect of the average human capital in a state on workers’ productivity; they find little evidence of externalities from of K-12 education. Moretti (2004a), on the other hand, uses the proportion of college graduates as a measure of the average human capital in a region and finds significant increases in wages associated with an increase in the share of college graduates. Iranzo and Peri (2009) reconcile the result from Acemoglu and Angrist (2000) and Moretti (2004a). In particular, these authors argue that the magnitude of
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2Lange and Topel (2006) and Moretti (2004b) provide a good summary of the literature which uses wage data to document the social returns of education.
externalities from college education could be greater than those from secondary education. Ciccone and Peri (2006) use an alternative method to address the possibility that the use of the Mincerian equation in earlier studies could bias results toward finding a human capital externality. They find no evidence of externalities from average schooling at the city or state level in the U.S.

Moretti (2004c) examines the effect of the share of college graduates on productivity using plant-level data. His idea is that, if local human capital spillover exists, workers in a region with a higher level of human capital will be more productive and thus the plants hiring those workers would be more productive. Specifically, combining the manufacturing censuses of 1982 and 1992 with the population censuses of 1980 and 1990, he finds that the plants located in cities with high levels of human capital produce greater amounts of output with the same amount of input than otherwise similar plants located in cities with low levels of human capital. In particular, the result shows that a one percent point increase in the fraction of college graduate workers in a given region leads to a 0.5 - 0.7 percent increase in productivity.

The rest of this paper is organized into the following sections. Section II introduces the institutional background and Section III describes the data. Section IV presents the identification strategy. Section V presents results and a series of robustness checks. The last section discusses the conclusion.

II. Institutional Background

Korea offers a unique institutional setting for this type of study in that the central government controls the supply of college graduates by setting the freshmen quota, or entrance quota, for both private and public colleges. The freshmen quota was strictly enforced during the 1970s and 1980s, as colleges faced severe penalties for admitting freshmen beyond the assigned quota, such as a loss of government funding and a decrease in their quotas for the following years. Moreover, the government controlled the number of colleges by granting permission for the establishment of new institutions. The number of colleges remained essentially stable across regions during the period of interest. In short, this setting was quite different from those in countries such as the U.S., in which college enrollment is not set in a centralized manner. Owing to the way in which college enrollment was determined in Korea, the supply of college education was less likely to be responsive to time-varying region-specific characteristics.

---

\(^3\)The government determined not only the freshmen quota but also the admission guidelines for both private and public colleges.

\(^4\)The government allowed only a small number of disadvantaged students to be accepted over the freshmen quota. Further, the government provided an incentive for colleges to keep the actual enrollment lower than the freshmen quota. For instance, the government increased the subsidy for colleges if the actual enrollment for a given college was lower than the freshmen quota set by the government.

\(^5\)The government eventually relaxed (in 1996) the regulations for establishing new colleges.
Until 1980, the government only allowed a gradual increase in the freshmen quota despite a large increase in the demand for college education in the 1970s. As a result, the number of ‘repeat applicants’, referring to who were forced to apply to colleges for more than one year to receive higher education, accumulated as the quota was not sufficient to accommodate all of the students who wanted to enter college.

However, in 1981, the freshmen quota discretely jumped due to an unexpected education reform announced on July 30, 1980 (Choi 1996). The main purposes of the reform were to: i) increase the probability that students from disadvantaged backgrounds would receive a college education, and ii) reduce the number of ‘repeat applicants’. The major component of the reform was a discrete increase in the freshmen quota to accommodate more students. Figure 1 describes the mandated increase in the freshmen quota and the corresponding increase in freshmen enrollment in 1981 as stipulated in the reform. It is clear that this large increase was a one-time event, as the freshmen quota was stable during the 1980s after the initial increase in 1981.

Importantly, the central government forced each and every college to increase the freshmen quota in essentially the same manner. That is, the magnitude of the increase was not endogenously adapted to each college to accommodate the region-specific demand for higher education. In particular, the implementation of the increase in the freshmen quota was more or less mechanical—in general, the
The government set the freshmen quota in 1981 for each college in proportion to the freshmen quota of previous years. Thus, colleges which happened to have a large freshmen quota in 1979 experienced larger absolute increases by 1981. Figure 2 plots the freshmen quota for each college in 1979 and 1981 along with a 45-degree line. This figure shows that the relationship between the freshmen quotas in 1981 and in 1979 is linear, suggesting that the freshmen quota in 1979 primarily determined the increase. The figure also shows that the absolute differences in the enrollment increase, the gap between the 45-degree line and the freshmen quota in
1981, increase as the initial freshmen quota increases.

Because the reform was consistently applied to each college, the relationships between the freshmen quota in 1979 and that in 1981 in each region are similar. Figure 3 describes the correlation between the freshmen quotas in 1979 and in 1981 in each region along with a 45-degree line. By comparing the freshmen quota in 1981 with the 45-degree line, it becomes clear that regions which happened to have higher freshmen enrollment in 1979 experienced larger absolute increases by 1981. Thus, the reform exogenously increased the difference in the supply of college graduates in each region after the mid-1980s. Furthermore, this figure confirms that the freshmen quota in 1981 in each region was indeed mostly determined by the proportional increase in the freshmen quota in 1979—the relationship between the quotas in 1979 and in 1981 is linear. The figure thus provides evidence which refutes the claim that the increase in the freshmen quota in 1981 was endogenously determined by the government.

As a result of the education reform, there was a large increase in the supply of college graduates, which induced a rapid increase in the proportion of college graduates among the workforce. More importantly, there was a large degree of arguably exogenous variation in terms of the increase in the proportion of college graduates across the regions after the mid-1980s. I use this regional variation in the impact of the reform to identify the magnitude of local human capital spillovers.

III. Data

To examine local human capital spillover using plant productivity, I use the Mining and Manufacturing Survey provided by Statistics Korea. Statistics Korea has been collecting these data since 1968, but the micro-data have only been available since 1982. Moreover, because the manufacturing sector of Korea was heavily affected by the Asian financial crisis in 1997, I only use data prior to 1997. These data were collected annually from mining and manufacturing plants with five or more workers. The survey contains detailed information about individual plants, such as their industry classification, output, production costs, locations, and tangible assets including capital.

The data also contain information on the total number of employees and the number of white-collar (non-production) employees. However, like most plant-level data, there is no information on the educational attainment levels of the workers. Thus, I proxy the change in the proportion of college graduates using the change in the proportion of white-collar workers.

To explore the validity of this proxy, I use the Basic Wage Structure Survey. These data have been collected by the Ministry of Employment and Labor of Korea and are designed to represent the wages of workers in establishments with more than ten employees. The survey collects data from individual workers from a sample of establishments representing each sector. The data contain information on wages, education, occupation and industry.8 Using these data, I show that the trend
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8Unfortunately, the data do not have location identifier for the establishment, thus I cannot use these data for the main analysis.
of the proportion of workers with college degrees coincides with the trend of proportion of white-collar workers. Figure 4 displays the share of college graduates and white-collar workers among all workers in the manufacturing sector using the Basic Wage Structure Survey and Mining and Manufacturing Survey. The time trend for white-collar workers tracks the trend of college graduates closely; both trends show a slight increase until the mid-1980s and then start to rise steeply after 1987. Thus, hereafter I use the changes in the proportion of white-collar workers as a proxy for the proportion of college graduates without further distinction.

In my main analysis, I focus on the manufacturing sector in order to ensure a consistent definition of value-added and thus productivity. Additionally, I omit years when the Mining and Manufacturing Survey was conducted as part of the Industrial Census, in this case 1983, 1988 and 1993, as variable definitions and the samples in those years are not consistent with those in other years.

Table 1 provides summary statistics. The first two columns contain the mean and the standard deviation during the period prior to the impact of the reform and columns (3) and (4) describe the corresponding mean and standard deviation of the variables after the impact of the reform. All monetary values are in 1990 Korean Won. One can verify that both the value of the output and the value-added components of individual plants increased rapidly during this period. The average output increased by nearly 50 percent between the two periods, from a base of 2.5 billion won. The average value-added amount of each plant also increased greatly, i.e., by approximately 100 percent. Moreover, the average capital stock increased rapidly during the period of interest. The average capital stock of each plant was approximately 723 million won during the years 1982-1986, whereas it was about
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9The value-added amount for each plant is defined as the value of its output less the cost of production, which includes the costs of materials and electricity.
TABLE 1—SUMMARY STATISTICS

<table>
<thead>
<tr>
<th></th>
<th>1982-1986 Mean (1)</th>
<th>Std. Dev. (2)</th>
<th>1987-1996 Mean (3)</th>
<th>Std. Dev. (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total output (*1,000,000)</td>
<td>2519.0</td>
<td>30465.4</td>
<td>3844.2</td>
<td>52455.7</td>
</tr>
<tr>
<td>Value added (*1,000,000)</td>
<td>874.8</td>
<td>9139.7</td>
<td>1596.8</td>
<td>23646.4</td>
</tr>
<tr>
<td>Share of white-collar workers in region</td>
<td>0.198</td>
<td>0.038</td>
<td>0.270</td>
<td>0.049</td>
</tr>
<tr>
<td>Share of white-collar workers in plant employees &lt;25</td>
<td>0.206</td>
<td>0.139</td>
<td>0.251</td>
<td>0.152</td>
</tr>
<tr>
<td>employees &gt;25 and &lt;50</td>
<td>0.198</td>
<td>0.144</td>
<td>0.250</td>
<td>0.164</td>
</tr>
<tr>
<td>employees &gt;50</td>
<td>0.200</td>
<td>0.148</td>
<td>0.267</td>
<td>0.170</td>
</tr>
<tr>
<td>Number of white-collar</td>
<td>14.4</td>
<td>88.9</td>
<td>12.6</td>
<td>94.0</td>
</tr>
<tr>
<td>Number of blue-collar</td>
<td>59.3</td>
<td>292.6</td>
<td>35.8</td>
<td>208.7</td>
</tr>
<tr>
<td>Capital (*1,000,000)</td>
<td>723.1</td>
<td>11989.0</td>
<td>1423.2</td>
<td>25697.5</td>
</tr>
<tr>
<td>Average payment (*1,000,000)</td>
<td>2.685</td>
<td>1.159</td>
<td>7.162</td>
<td>3.593</td>
</tr>
<tr>
<td>Area of building (m²)</td>
<td>2084.8</td>
<td>17170.5</td>
<td>2275.2</td>
<td>25142.2</td>
</tr>
<tr>
<td>Age of plants</td>
<td>8.005</td>
<td>7.152</td>
<td>8.155</td>
<td>8.246</td>
</tr>
<tr>
<td>Number of jobs</td>
<td>121573</td>
<td></td>
<td>447807</td>
<td></td>
</tr>
</tbody>
</table>

Note: Monetary values are in 1990 Korean Won. 1 US dollar is approximately 1,000 Won.

1.4 billion won during the years 1987-1996.

More importantly, the average proportion of white-collar workers increased by a considerable amount. In particular, the average proportion of white-collar workers within a plant increased by nearly 25 percent, or about five percentage points, after the reform went into effect. Moreover, the increase in the proportion white-collar workers did not differ significantly across differently sized plants. The proportion of white-collar workers was approximately 20 percent prior to the impact of the reform for all plant sizes, and about 25 percent after 1987, regardless of the plant size. Consistent with the increase in the proportion of white-collar workers in individual plants, the average proportion of white-collar workers in a given region also increased by a similar amount after the mid-1980s. The average payment to workers increased during this period as the total payment to workers increased by a substantial amount despite the decrease in the number of employees. The average age of an individual plant and the building area used by each plant were both stable during the years 1982-1996. Overall, the summary statistics show that many plant-level characteristics—with a few exceptions—significantly changed with the policy.

IV. Research Design and Empirical Specifications

In this section, I provide detailed information on how I use this annually collected data to examine human capital spillovers beyond plant boundaries.

The existence of local human capital spillovers implies that plants located in regions with higher levels of human capital will be more productive. Thus, one can assess the magnitude of such spillovers by examining the relationship between the level of human capital and plant productivity in each region. However, empirically estimating externalities is challenging because the change in the level of human capital is endogenous in most cases. That is, unobserved factors affecting regional plant productivity can also have a positive effect on the overall level of human
capital. For instance, the establishment of a “million dollar plant” can have a positive effect on the productivity of existing plants and can also attract workers with higher human capital (Greenstone, Hornbeck, & Moretti, 2010). In this case, a positive relationship between the level of human capital in a given region and its average plant productivity could exist even in the absence of human capital externalities. In other words, a positive correlation between the level of human capital and average plant productivity does not necessarily imply the existence of human capital externalities.

In the remainder of this section, I describe the endogeneity issue in detail using an empirical strategy adopted from Moretti (2004c). I also explain how the empirical setting in this paper helps mitigate certain associated concerns. First, I assume a Cobb-Douglas production function;

\[ Y_{ijrt} = A_{ijrt} B_{ijrt}^{\alpha_B} W_{ijrt}^{\alpha_W} K_{ijrt}^{\beta} \]

where \( Y_{ijrt} \) is output of the plant \( i \), in industry \( j \), in region \( r \), at year \( t \). \( B_{ijrt} \), \( W_{ijrt} \) and \( K_{ijrt} \) denote the inputs: blue-collar workers, white collar-workers, and capital, respectively. Total factor productivity is represented by \( A_{ijrt} \). If plant productivity depends on the regional level of human capital, then \( \ln A_{ijrt} \) can be expressed as follows,

\[ \ln A_{ijrt} = \gamma H_{rt} + X'_{ijrt} \Phi + d_j + d_r + d_t + \epsilon_{rt} + \epsilon_{ijrt} \]

where \( H_{rt} \) is the measure of the level of human capital in a given region. In particular, similar to Moretti (2004c), \( H_{rt} \) is the proportion of college graduates in a given region \( r \) at time \( t \). The coefficient of \( H_{rt} \), \( \gamma \), represents the effect of regional human capital on productivity. Thus, the size of the local human capital spillover will be summarized to the extent to which the total factor productivity depends on the size and/or significance of \( \gamma \), \( d_j \), \( d_r \) and \( d_t \) are industry-fixed effects, region-fixed effects, and year-fixed effects, respectively. In addition to fixed effects, I control for the basic characteristics of plant \( i \), \( X_{ijrt} \), in this case the age of the plant, the type of ownership and the area of the plant’s buildings, which can affect the productivity of the plant.

After taking logs of the production function (1) and substituting for \( \ln A_{ijrt} \), (1) can be rewritten as

\[ y_{ijrt} = \gamma \bar{H}_{rt} + \alpha_B b_{ijrt} + \alpha_W w_{ijrt} + \beta k_{ijrt} + X'_{ijrt} \Phi + d_j + d_r + d_t + \epsilon_{rt} + \epsilon_{ijrt} \]

where \( y_{ijrt} \) is the log of the value-added amount for the plant. \( b_{ijrt} \), \( w_{ijrt} \) and \( k_{ijrt} \) are the log of the labor input of white-collar and blue-collar workers and the log capital stock, respectively. One advantage of using repeated cross-sectional data
The main source of endogeneity arises if time-varying region-specific shocks, $\epsilon_{rt}$, are positively correlated with the change in the share of college graduates, $H_{rt}$. Thus, to address this concern further, I instrument the change in the proportion of college graduates by exploiting the exogenous timing and the size of the positive supply shock in college graduates as induced by the reform. Specifically, during the period analyzed in this paper, the share of college workers in the manufacturing sector increased by a large amount. Figure 5 describes the time trend in the share of college workers proxied by white-collar workers in each region. One can observe an upward trend in most regions after the mid-1980s as well as a certain amount of variation in the increase across the regions. My approach is to use the change in the level of human capital that may be linked to the exogenous educational reform. In particular, I instrument the change in the level of human capital using the freshmen quota prior to the reform, interacted with a dummy variable indicating the periods after the impact of the reform.

To be a valid instrument, the instrument should satisfy two conditions. First, it should be correlated with the regional change in the proportion of college graduates among the workforce (the relevance condition). However, it should not be
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10The survey does contain the plant ID. Unfortunately, the ID is not assigned consistently across years; thus, one cannot control for plant-fixed effects.
correlated with the unobserved time-varying region-specific shock, which is a source of endogeneity (the exogeneity condition).

My instrument is likely to satisfy the relevance condition if regions with a large initial size of the freshmen quota experience a larger increase in the proportion of college graduates among the workforce after the impact of the reform. This is perhaps due to the mechanical implementation of the policy, which is described in Section II. For instance, if a certain proportion of college graduates obtain jobs where their alma mater is located, a region with a larger initial freshmen quota would experience a larger increase in the share of college graduates among the workforce. The validity of this condition will be tested later by examining the first stage of the 2SLS estimation.

Moreover, the instrument is unlikely to be correlated with a time-varying region-specific shock due to the construction of the instrument. In particular, because the initial freshmen quota was determined prior to the implementation of the reform, it is unlikely that the initial freshmen quota will be correlated with a region-specific shock after the reform. Moreover, the timing of the implementation of the reform did not differ across regions as it was applied to each and every region in 1981. Thus, the interaction term between the two is very unlikely to be related to a time-varying region-specific shock.

Using this instrument, which arguably satisfies the two conditions, I use 2SLS to examine the causal effect of, and thus to examine the extent of, the local human capital spillover. Formally, the first stage is as follows:

\[
H_{rt} = \pi \text{POST}_t \times \text{PropFresh79}_{rt} + \theta_y b_{yrt} + \theta_w w_{yrt} + \kappa k_{yrt} + X'_{yrt} \Pi + d_j + d_r + d_t + \varepsilon_{rt}
\]

Here, \( H_{rt} \) denotes the share of college graduates among all workers, as defined earlier in this section. POST\(_t\) is a dummy variable that takes a value of one after 1986, when the share of college graduates increased due to the education reform. The relative size of the freshmen quota in 1979 in reference to total employment, \( \text{PropFresh79}_{rt} \), is defined as the freshmen quota in 1979 over \( \text{emp}_{rt} \), the total number of employees in the region, \( r \), at time \( t \). In other words, I instrument the share of college graduates based on the assertion that the initial freshmen quota would have a stronger association with the increase in the number of highly skilled workers after the impact of the policy. This “relevance condition” could be tested by examining the statistical significance of \( \pi \) and the first stage, F-stat.

The second stage of the IV regression uses the predicted value of the proportion of college graduates from the first stage, \( \hat{H}_{rt} \), and estimates with the following equation.

\[
y_{ijrt} = \gamma \hat{H}_{rt} + \alpha_h b_{ijrt} + \alpha_w w_{ijrt} + \beta k_{ijrt} + X'_{ijrt} \Phi + d_j + d_r + d_t + \varepsilon_{rt} + \varepsilon_{ijrt}
\]

Again, the coefficient of interest is \( \gamma \). If the instrumental variable is valid, this second stage will address the potential positive bias associated with simple OLS
estimates further, and the estimated coefficient of \( \hat{H}_{rt} \) will reveal the regional human capital spillover.

V. Results

In this section, I provide the estimation results. I begin by documenting the correlation between the proportion of college graduates among workers in a given region and plant productivity. Table 2 provides the regression results for the various specifications that show a correlation. All specifications control for capital stock, labor input by type of worker, the area of the plant building and year-fixed effects. I also control for the log of capital stock per worker in each region, which helps to control for time-varying region-specific productivity shocks. Labor inputs are measured according to the number of employees, and the capital stock is measured as the monetary value of the assets excluding the value of the land. Columns (2) and (4) control for additional characteristics of the plants, such as the age, type of ownership, and industry at the two-digit level. In addition, columns (3)-(4) control for the region-fixed effects. The results in columns (1)-(2) exhibit a positive correlation between the level of human capital and plant productivity; this coincides with cross-sectional results in the U.S. as documented by Rauch (1993) and Moretti (2004c). The coefficient is consistently sizable and statistically significant across specifications. In particular, a percentage point increase in the proportion of white-collar workers in a given region—which is used as a proxy for the share of college graduates—is associated with a 0.75 percent increase in plant productivity.

<table>
<thead>
<tr>
<th>TABLE 2—CORRELATION BETWEEN REGIONAL HUMAN CAPITAL LEVELS AND PLANT PRODUCTIVITY – OLS ESTIMATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
</tr>
<tr>
<td>share of white-collar workers in region</td>
</tr>
<tr>
<td>ln (white-collar workers)</td>
</tr>
<tr>
<td>ln (blue-collar workers)</td>
</tr>
<tr>
<td>ln (capital stock)</td>
</tr>
<tr>
<td>ln (area of building)</td>
</tr>
<tr>
<td>plant age</td>
</tr>
<tr>
<td>Additional Controls</td>
</tr>
<tr>
<td>Regional Fixed Effects</td>
</tr>
<tr>
<td>adj. R-sq</td>
</tr>
<tr>
<td>N</td>
</tr>
</tbody>
</table>

Note: All specifications include the log number of white-collar and blue-collar workers, the log of capital stock and year-fixed effects. Specifications (2) and (4) additionally control for individual plant-specific characteristics such as the industry and the age of the plant. Standard errors in parentheses are clustered at the region-year level.

*** p < 0.01, ** p < 0.05, * p < 0.1.
Columns (3) - (4) show that after controlling for the region-specific fixed effects, the magnitude of the main coefficient decreases, as expected. In particular, the sizes of the coefficients vary from 0.3 to 0.4, which is approximately half of the magnitude of the simple correlation between the level of human capital and productivity. However, the point estimates of the main coefficient in columns (3) and (4) are still somewhat sizable and statistically different from zero. Overall, the results from Table 2 show that a positive correlation between plant productivity and level of human capital exists in Korea. In the remainder of this section, I show that the magnitude of the coefficient decreases as I address the endogeneity further by exploring the implementation of the reform.

Table 3 conveys the results of the IV regression and the corresponding reduced-form result. Columns (1) and (2) report the first stage, and columns (3) and (4) report the second stage. Even-numbered columns additionally control for the individual characteristics of each plant. The first stage of both specifications is strong as the coefficient of the interaction term is statistically significant at the 1% level. Moreover, the F-statistics of the first-stage regression are sufficiently larger than 10. This implies that the instrumental variables are very likely to satisfy the relevance condition. The results from the second stage provide further evidence refuting the existence of human capital spillover, as the magnitude of the main coefficient is smaller than that shown in Table 2. The magnitude of the coefficient from the preferred specification is close to zero, 0.08, and is statistically indistinguishable from zero. In addition to the 2SLS result, columns (5) and (6) report the reduced-form results. Consistent with the 2SLS results, the coefficient of \( \text{POST}_{i} \times \text{PropFresh79}_{n} \) is close to zero and statistically insignificant. Instrumenting the proportion of college graduates further addresses the endogeneity issue while...
I perform several robustness checks of the IV results. To begin with, I omit intermediate years when the impact of the reform was not fully realized and thus focus on the long-term effects of the policy. In particular, I exclude the years between 1986 and 1993 when the proportion of college graduates in the labor force was increasing steeply as young college graduates were replacing low-skilled workers. Panel A of Table 4 summarizes the estimation result omitting the intermediate years. The estimated effect of regional human capital on productivity decreases and becomes statistically insignificant when adopting my instrumental variable, which further corrects the positive bias. Thus, the results provide little support for the existence of human capital spillover beyond plant boundaries in Korea during the 1980s and mid-1990s.

I perform several robustness checks of the IV results. To begin with, I omit intermediate years when the impact of the reform was not fully realized and thus focus on the long-term effects of the policy. In particular, I exclude the years between 1986 and 1993 when the proportion of college graduates in the labor force was increasing steeply as young college graduates were replacing low-skilled workers. Panel A of Table 4 summarizes the estimation result omitting the intermediate years. The estimated effect of regional human capital on productivity decreases and becomes statistically insignificant when adopting my instrumental variable, which further corrects the positive bias. Thus, the results provide little support for the existence of human capital spillover beyond plant boundaries in Korea during the 1980s and mid-1990s.

Furthermore, I check whether the result is robust on different specification for measuring the relationship between human capital and productivity. In particular, I

### Table 4—Robustness Checks of the IV Results

<table>
<thead>
<tr>
<th>Panel</th>
<th>First stage IV</th>
<th>Reduced form</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td><strong>Panel A: Omitting Intermediate Years</strong></td>
<td><strong>Panel B: TFP Specification</strong></td>
<td><strong>Panel C: Translog Production Function</strong></td>
</tr>
<tr>
<td>after 1987* freshmen quota 79</td>
<td>.289***</td>
<td>.2872***</td>
</tr>
<tr>
<td></td>
<td>(.0448)</td>
<td>(.0446)</td>
</tr>
<tr>
<td>share of white-collar workers in region</td>
<td>.2677</td>
<td>.1921</td>
</tr>
<tr>
<td></td>
<td>(.1461)</td>
<td>(.4279)</td>
</tr>
<tr>
<td>First Stage Fstat</td>
<td>41.71</td>
<td>41.66</td>
</tr>
<tr>
<td>after 1987* freshmen quota 79</td>
<td>.2645***</td>
<td>.2635***</td>
</tr>
<tr>
<td></td>
<td>(.0402)</td>
<td>(.04)</td>
</tr>
<tr>
<td>share of white-collar workers in region</td>
<td>0.978</td>
<td>0.978</td>
</tr>
<tr>
<td></td>
<td>(.4798)</td>
<td>(.4962)</td>
</tr>
<tr>
<td>First Stage Fstat</td>
<td>43.37</td>
<td>43.45</td>
</tr>
<tr>
<td>after 1987* freshmen quota 79</td>
<td>.263***</td>
<td>.262***</td>
</tr>
<tr>
<td></td>
<td>(.0401)</td>
<td>(.0399)</td>
</tr>
<tr>
<td>share of white-collar workers in region</td>
<td>0.978</td>
<td>0.978</td>
</tr>
<tr>
<td></td>
<td>(.3828)</td>
<td>(.3711)</td>
</tr>
<tr>
<td>First Stage Fstat</td>
<td>43.12</td>
<td>43.12</td>
</tr>
<tr>
<td>Additional Controls</td>
<td>y</td>
<td>y</td>
</tr>
</tbody>
</table>

Note: All specifications include the log number of white-collar and blue-collar workers, the log of capital stock and year-fixed effects. Specifications (2), (4) and (6) additionally control for individual plant-specific characteristics such as the industry and the age of the plant. Standard errors in parentheses are clustered at the region-year level. *** p < 0.01, ** p < 0.05, * p < 0.1.
turn to the total factor productivity (TFP) specification, measuring the TFP using
the OLS method, after which I examine whether this measure of productivity
depends on the level of human capital in a given region.\footnote{Because the data does not contain plant identifiers, I cannot use the methodology proposed by Olley and Pakes (1996) or Levinsohn and Petrin (2003), which controls for endogeneity in the labor and capital input more explicitly.} To obtain the TFP measure, I regress the log of the value-added amount of the plant on labor input and on capital and then define the residual of the estimation as the TFP of a plant. The effect of the level of human capital on plant productivity based on the TFP can be summarized as the estimate of $\lambda$ in the following equation:

$$ TFP_{ijrt} = \lambda H_{rt} + X'_{ijrt} \Phi + d_j + d_r + d_t + v_{ijrt} $$  

(6)

Panel B of Table 4 illustrates the results of an instrumental variable analysis using the TFP as an outcome variable. Again, consistent with the main results, the coefficient of the level of region human capital is small and statistically insignificant. Lastly, I use a more general functional form for the production function—a translog specification—instead of the Cobb-Douglas specification and estimate equation (5) including the square of each log input and the interaction between each log input. Panel C in Table 4 reports the results of the instrumental variable analysis under the translog production function. The coefficient of interest is somewhat sizable compared to the main specification but not statistically different from zero. Thus, this analysis shows that the main results are robust with regard to changes in the functional form of the production function.

**VI. Conclusion and Discussion**

In this paper, I examine the empirical significance of local human capital spillover. In particular, I test whether plants located in regions with higher levels of human capital can produce more with a similar amount of input. To address endogeneity in regional human capital levels, I explore an educational reform in Korea which exogenously changed the level of human capital across regions by increasing existing differences in the supply of college graduates starting in the mid-1980s.

Using this exogenous change, I empirically estimate the relationship between the regional level of human capital and plant productivity. In particular, I explicitly control for endogeneity in the change in the level of human capital using an instrumental variable that utilizes the change in human capital induced by this reform. Overall, I find little evidence supporting the empirical significance of local human capital spillovers in Korea. That is, the productivity of a given plant in a given region is not affected by the level of human capital outside that plant after controlling for the plant’s own human capital and other characteristics.

The results of this paper question the plausibility of human capital spillovers beyond plant boundaries.\footnote{It is important to note that this paper does not provide evidence that contradicts all types of human capital spillover. For instance, human capital spillover inside a plant or peer effects where workers are more likely to interact may still exist (Mas and Moretti 2009).} Unlike human capital spillover inside a plant, it is not
clear why skilled workers would teach their skills to those less skilled working in other establishments. That is, even if the workers interacted with workers in other plants, human capital spillover beyond plant boundaries is unlikely to occur, as skilled workers have little incentive to pass along their skills without being compensated for doing so.

There could be several other explanations for the relatively small degree of local human capital spillover in Korea. In particular, one may suspect that Korea is too small for the local human capital to exist in the first place. However, as Rosenthal and Strange (2008) document, the extent of the human capital spillover sharply decreases with distances, and most of the externalities stemming from face-to-face interactions are confined within five miles. Thus, it is less likely that the compact size of Korea would be a major factor affecting the small degree of local human capital spillover, as Korea is sufficiently larger than a five-mile radius and thus face-to-face interactions will depend on the location within the country. Other factors can include the long working hours in Korea during the 1980s and 1990s. Specifically, the long working hours in Korea—which often exceeded 2800 hours during the period analyzed in this paper—may have limited the opportunities for workers to interact with workers outside of their plants.

I would like to end this paper by providing several limitations of this work and a related caveat regarding any interpretation of the results. First, this paper does not examine the effects of local human capital spillover separately for each industry with different characteristics, such as the level of technological intensity. This limitation stems from the fact that the dataset does not contain appropriate instrumental variables that can address the endogeneity at the industry-region level. Thus, it is still possible that a specific manufacturing industry may have benefited from the increase in the human capital level of industries with similar characteristics. Furthermore, as human capital in the service sector is not accounted for in the model, this paper does not address the possibility of human capital in the service sector affecting the manufacturing productivity.

Finally, the result of this paper should not be interpreted as evidence that repudiates human capital externalities or human capital spillover in general. Specifically, the results here do not negate all types of human capital spillover. In particular, spillover within a plant where workers are more likely to interact with each other actively may exist. Likewise, human capital externalities that do not depend on physical distances, such as productivity enhancing from R&D, may have been a major source of human capital externalities during the 1980s and 90s in South Korea.
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